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Our focus today:

AI-Specific Laws

(not laws of general application that 
apply to AI, such as the FTC Act, 

copyright law, etc.)
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What AI-specific laws are in 
force now . . .
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U.S. federal

• Some funding, 
study, contracting 
provisions but not 
yet generally 
applicable 
requirements

U.S. states

• Various funding, 
study provisions

• Automated 
decisionmaking 
provisions in state 
omnibus privacy 
laws (CA, CO, CT, 
VA)

• AI in hiring (IL, NYC)
• Person ≠ AI (ND)

International

• Brazil - 
comprehensive 
framework for use 
of AI

• China - several AI 
laws in force

• EU - automated 
decisionmaking 
provision in the 
GDPR

AI-Specific Laws Currently in Force
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Versus what’s coming down 
the pike . . . 
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So what’s an organization
to do?
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A bit of good news:
common themes and 
principles in proposed laws
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Fjeld, Jessica, Nele Achten, Hannah Hilligoss, Adam Nagy, and Madhulika Srikumar. "Principled Artificial Intelligence: Mapping Consensus in Ethical and Rights-based Approaches to Principles for AI." Berkman Klein Center for Internet & Society, 2020. 
http://nrs.harvard.edu/urn-3:HUL.InstRepos:42160420. This article is downloadable from Harvard University’s DASH repository, and is made available under the terms and conditions applicable to Other Posted Material, as set forth at 
https://dash.harvard.edu/pages/termsofuse.

http://nrs.harvard.edu/urn-3:HUL.InstRepos:42160420
https://dash.harvard.edu/pages/termsofuse
https://dash.harvard.edu/pages/termsofuse
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Transparency, 

Explainability, 

and Human 

Control

Accuracy, 

Robustness, 

and Safety
Fairn

ess and 

Inclusion

Priv
acy and 

Data
 Securit

y

For sensitive 
use cases: 

heightened 
risk in each 

domain, plus 
other 

requirements 
may apply



Action plan: build compliance 
tooling now (people, processes, 
principles)
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People: Who will decide?
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Internal 
stakeholders

For AI, who are your organization’s:

Decisionmakers Individuals 
affected by the AI
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Internal Stakeholders

● Build, develop, or train AI models or tools

● Use AI-powered models or tools

● In charge of products or services that use AI

● Own the relationship with individuals who
may be affected by your AI

● Privacy, IP, security, IT, dev/engineering

● Legal, policy, compliance/risk/audit, HR, finance
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Decisionmakers

● No one-size-fits-all answer

● May be distributed

● Consider existing decisionmaking authority

● Expect this to change over time

● Most important thing is to decide who are your 
decisionmakers regarding use of AI and document and 
communicate that internally
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Individuals Affected by the AI

● Could be internal: HR use cases

● Providers of data used for model training

● Consumers/users of your product/service

● Job applicants, prospective consumers/users

● Individuals at B2B partners

● The public

● Other?



Processes: How will you decide?
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Decide How You Will Decide

● Green light, red light, or green/red/yellow light 
approach?

● Vary by use case, business unit, or affected individuals?

● Vary for first-party AI versus third-party AI tools?

● Can you leverage an existing decisionmaking process 
(e.g., privacy by design)?
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Possible New Documentation of Process

❏ Internal “acceptable use of AI” policy?

❏ Internal policies specific to sensitive use cases?

❏ AI steering committee charter?

❏ Standard set of questions for AI use cases?
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Possible Updates to Existing Documentation

❏ Existing written policies?

❏ Privacy by design workflows?

❏ Code review/engineering workflows?

❏ Approval flows (checklist, wiki, SOP) for software 
solutions/SaaS?

❏ Approval flows for inbound/outbound  integrations, 
APIs, and SDKs?

❏ Approval flows for vendor relationships?



Principles: What will you decide to 
do or not do, and what guardrails 
will you impose?
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Transparency, 

Explainability, 

and Human 

Control

Accuracy, 

Robustness, 

and Safety
Fairn

ess and 

Inclusion

Priv
acy and 

Data
 Securit

y

For sensitive 
use cases: 

heightened 
risk in each 

domain, plus 
other 

requirements 
may apply
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Privacy and Data Security

Sources

● Existing privacy and data security laws applicable to 
your organization/the use case for the AI

● E.g., FTC Act, federal sector-specific privacy laws, U.S. 
state omnibus privacy laws and other state privacy laws, 
GDPR, etc.
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Transparency, Explainability, Human Control

Sources

● U.S. automated decisionmaking laws (CA, CO, CT, VA)

● GDPR automated decisionmaking provision

● Guidance/recommendations from FTC (see later slide), 
NIST (https://nvlpubs.nist.gov/nistpubs/ai/NIST.AI.100-1.pdf), EU AI Act 
(https://eur-lex.europa.eu/resource.html?uri=cellar:e0649735-a372-11eb-9585-01aa75ed71a1.0001.

02/DOC_1&format=PDF), White House Executive Order 
(https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-t
he-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/)

https://nvlpubs.nist.gov/nistpubs/ai/NIST.AI.100-1.pdf
https://eur-lex.europa.eu/resource.html?uri=cellar:e0649735-a372-11eb-9585-01aa75ed71a1.0001.02/DOC_1&format=PDF
https://eur-lex.europa.eu/resource.html?uri=cellar:e0649735-a372-11eb-9585-01aa75ed71a1.0001.02/DOC_1&format=PDF
https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/
https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/
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Accuracy, Robustness, Safety

Sources

● Guidance/recommendations from FTC (see later slide), 
NIST (https://nvlpubs.nist.gov/nistpubs/ai/NIST.AI.100-1.pdf), EU AI Act 
(https://eur-lex.europa.eu/resource.html?uri=cellar:e0649735-a372-11eb-9585-01aa75ed71a1.0001.

02/DOC_1&format=PDF), White House Executive Order 
(https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-t
he-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/)

https://nvlpubs.nist.gov/nistpubs/ai/NIST.AI.100-1.pdf
https://eur-lex.europa.eu/resource.html?uri=cellar:e0649735-a372-11eb-9585-01aa75ed71a1.0001.02/DOC_1&format=PDF
https://eur-lex.europa.eu/resource.html?uri=cellar:e0649735-a372-11eb-9585-01aa75ed71a1.0001.02/DOC_1&format=PDF
https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/
https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/
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Fairness and Inclusion

Sources

● Existing civil rights or antidiscrimination laws applicable 
to your organization/the use case for the AI

● Guidance/recommendations from FTC (see later slide), 
NIST (https://nvlpubs.nist.gov/nistpubs/ai/NIST.AI.100-1.pdf), EU AI Act 
(https://eur-lex.europa.eu/resource.html?uri=cellar:e0649735-a372-11eb-9585-01aa75ed71a1.0001.

02/DOC_1&format=PDF), White House Executive Order 
(https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-t
he-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/)

https://nvlpubs.nist.gov/nistpubs/ai/NIST.AI.100-1.pdf
https://eur-lex.europa.eu/resource.html?uri=cellar:e0649735-a372-11eb-9585-01aa75ed71a1.0001.02/DOC_1&format=PDF
https://eur-lex.europa.eu/resource.html?uri=cellar:e0649735-a372-11eb-9585-01aa75ed71a1.0001.02/DOC_1&format=PDF
https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/
https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/
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https://www.ftc.gov/policy/advocacy-research/tech-at-ftc/2023/10/consumers-are-voicing-concerns-about-ai?utm_source=govde
livery
https://www.ftc.gov/business-guidance/blog/2023/08/cant-lose-what-you-never-had-claims-about-digital-ownership-creation-age
-generative-ai
https://www.ftc.gov/business-guidance/blog/2023/07/watching-detectives-suspicious-marketing-claims-tools-spot-ai-generated-c
ontent 
https://www.ftc.gov/business-guidance/blog/2023/05/luring-test-ai-engineering-consumer-trust
https://www.ftc.gov/news-events/news/press-releases/2023/04/ftc-chair-khan-officials-doj-cfpb-eeoc-release-joint-statement-ai 
https://www.ftc.gov/business-guidance/blog/2023/03/chatbots-deepfakes-voice-clones-ai-deception-sale 
https://www.ftc.gov/business-guidance/blog/2023/02/keep-your-ai-claims-check
https://www.ftc.gov/reports/combatting-online-harms-through-innovation
https://www.ftc.gov/business-guidance/blog/2021/04/aiming-truth-fairness-equity-your-companys-use-ai
https://www.ftc.gov/business-guidance/blog/2020/04/using-artificial-intelligence-and-algorithms 

FTC

https://www.ftc.gov/policy/advocacy-research/tech-at-ftc/2023/10/consumers-are-voicing-concerns-about-ai?utm_source=govdelivery
https://www.ftc.gov/policy/advocacy-research/tech-at-ftc/2023/10/consumers-are-voicing-concerns-about-ai?utm_source=govdelivery
https://www.ftc.gov/business-guidance/blog/2023/08/cant-lose-what-you-never-had-claims-about-digital-ownership-creation-age-generative-ai
https://www.ftc.gov/business-guidance/blog/2023/08/cant-lose-what-you-never-had-claims-about-digital-ownership-creation-age-generative-ai
https://www.ftc.gov/business-guidance/blog/2023/07/watching-detectives-suspicious-marketing-claims-tools-spot-ai-generated-content
https://www.ftc.gov/business-guidance/blog/2023/07/watching-detectives-suspicious-marketing-claims-tools-spot-ai-generated-content
https://www.ftc.gov/business-guidance/blog/2023/05/luring-test-ai-engineering-consumer-trust
https://www.ftc.gov/news-events/news/press-releases/2023/04/ftc-chair-khan-officials-doj-cfpb-eeoc-release-joint-statement-ai
https://www.ftc.gov/business-guidance/blog/2023/03/chatbots-deepfakes-voice-clones-ai-deception-sale
https://www.ftc.gov/business-guidance/blog/2023/02/keep-your-ai-claims-check
https://www.ftc.gov/reports/combatting-online-harms-through-innovation
https://www.ftc.gov/business-guidance/blog/2021/04/aiming-truth-fairness-equity-your-companys-use-ai
https://www.ftc.gov/business-guidance/blog/2020/04/using-artificial-intelligence-and-algorithms
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“Algorithmic Disgorgement” Risk
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Deliverables to Consider

❏ Internal statement of “responsible AI” principles?

❏ Update contractual terms?

❏ Assess terms and “codes of conduct” for third-party AI 
solutions that you allow your organization to use?

❏ External-facing documentation or descriptions to 
provide transparency, explainability, notice?

❏ In-product UI or notices?



Training and tuning to 
limit private user 
information in model 
responses

In-app deletion 
mechanisms

Privacy & Security

Adversarial testing

Fine-tuning the model 
for safety and 
helpfulness (RLHF)

Leveraging user 
feedback and 
industry-wide learnings

Input/output filters

Safety & Robustness

New Gen AI system 
cards

Contextual and 
off-product education 

Visible watermarking 
for image generation

Invisible watermarking

User control over 
interactions

Transparency & Control

Research on fairness 
evaluation

Using prompt 
engineering to reduce 
bias resulting from 
training data

Addressing toxicity and 
harmful stereotypes

Consultation in 
developing AI 
Characters

Fairness & Inclusion

Risk analyses across 
key policy areas

Dedicated terms 
governing the 
acceptable use of Meta 
AI features

Innovating new 
approaches to 
governance and 
decision-making (ex: 
upcoming Community 
Forum) 

Accountability & 
Governance



Staying abreast of legal changes
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Legislation Trackers

● U.S. federal and California AI law tracker:
https://citrispolicylab.org/ailegislation/

● U.S. state AI law tracker:
https://www.ncsl.org/technology-and-communication/artificial-intelligence
-2023-legislation

● U.S. federal AI law tracker:
https://www.brennancenter.org/our-work/research-reports/artificial-intelli
gence-legislation-tracker

● Global AI law tracker:
https://iapp.org/media/pdf/resource_center/global_ai_legislation_tracker.p
df

https://citrispolicylab.org/ailegislation/
https://www.ncsl.org/technology-and-communication/artificial-intelligence-2023-legislation
https://www.ncsl.org/technology-and-communication/artificial-intelligence-2023-legislation
https://www.brennancenter.org/our-work/research-reports/artificial-intelligence-legislation-tracker
https://www.brennancenter.org/our-work/research-reports/artificial-intelligence-legislation-tracker
https://iapp.org/media/pdf/resource_center/global_ai_legislation_tracker.pdf
https://iapp.org/media/pdf/resource_center/global_ai_legislation_tracker.pdf


Questions? Thank you for coming!
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